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Abstract. Remote control mobile applications for operating Internet of
Things (IoT) devices using smartphones are commonly based on a touch
user interface. The effort of using such apps is often disproportionate to
the simplicity of carrying out the actions manually. For example, turning
a light on or off via menus and forms of a standard remote app might not
be very convenient. A voice user interface, while easier to use, gives rise
to other issues, including user privacy and distracting others nearby. This
paper proposes a new type of universal IoT remote control applications
for smartphones: phone-pointing remote apps. Using a phone-pointing
remote app, users can physically point their smartphones at IoT de-
vices to select them, and operate them via movement gestures, without
needing to turn on the phone screen or talk, and with no need for any
additional hardware. This new approach provides a unique combination
of advantages. It is simple, intuitive, fast, and voiceless. Instead of using
the touchscreen or the microphone as the input source, phone-pointing
remote apps will use a combination of standard smartphone sensors, in-
cluding the GNSS sensor, Wi-Fi scanner, Bluetooth receiver, camera,
barometer, magnetometer, g-force meter, accelerometer, and gyroscope.
An analysis of the proposed model in light of relevant results from related
studies provides positive preliminary indications regarding the feasibility
of this novel approach.
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1 Introduction

Wireless remote controlling has come a long way from the release of the first TV
remote control, the Zenith Space Command [1], in 1956 to modern IoT remote
controls [4]. Voice-controlled virtual assistants such as the Amazon Echo Alexa,
Google Home Assistant, and Apple HomePod Siri are widely used nowadays to
control IoT-enabled devices, such as lights, thermostats, and alarms [3]. Remote
controls are also available as smartphone apps [2, 3]. Voice-controlling is associ-
ated with some potential issues regarding security and privacy [3, 11] and user
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acceptance [9]. Therefore, a voiceless operation based on a standard touchscreen
user interface may be preferred in certain circumstances. However, touchscreen-
based remote apps also have usability issues. For example, controlling the lights
using a standard remote control app with a touch user interface often requires
turning on the smartphone screen, launching the remote app, navigating through
menus, and finally selecting the operation. This process may be considered overly
complicated as the required user effort is disproportionate to the simplicity of
such a routine operation.

We propose a new type of smartphone IoT remote control: phone-pointing
remote apps. Unlike touch-based remote apps, phone-pointing remote apps can
be used with the phone’s screen turned off. As illustrated in Figure 1, users
select devices by pointing their smartphone at them, and then use movement
gestures, while holding the smartphone, to operate the devices. Unlike existing
gesture-based pointing remotes that are based on dedicated hardware, such as
a hand-held infrared projector and an appropriate receiver at every device [8],
which increases costs and restricts their availability, the proposal made in this
paper is based on built-in smartphone functionalities, and does not require ad-
ditional hardware. Phone-pointing remote apps will use standard smartphone
sensors for input, including (a) the GNSS (Global Navigation Satellite System,
commonly referred to as GPS, based on the most widely used GNSS system) and
the Wi-Fi receiver to evaluate the current user location, (b) the magnetometer
and the g-force meter (or the accelerometer) to identify 3D pointing directions
during device selection, and (c) the accelerometer and the gyroscope to recognize
movement gestures while holding the smartphone.

In this paper, we present our vision for phone-pointing remote apps. We define
a model based on Machine Learning (ML), which can be used to implement
remote control apps of this type. Then we describe relevant technical details
and discuss the opportunities as well as the challenges. Results from various
related studies provide positive preliminary indications that this novel approach
to wireless IoT remote controlling using smartphones is promising, as discussed
in this paper.

Fig. 1. Controlling an air conditioner using a phone-pointing IoT remote control app
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2 Toward Phone-Pointing Remote Apps

Modern remote apps use IoT APIs, such as Google Assistant API, Apple Home-
Kit, Amazon Alexa Home Skills API, and others, to communicate with compat-
ible IoT devices, as illustrated in Figure 2. The arrows in Figure 2 indicate the
main directions of action. To operate IoT devices, users select devices and op-
erations by using either touch or voice user interfaces. Selections are translated
by the remote app into instructions that are sent to the devices through the IoT
APIs, usually over the local network via Wi-Fi. Information flows also in the op-
posite direction, where IoT APIs are used to collect information about available
devices, which is provided to the user by the app. The main responsibility of an
IoT remote app is to provide a user interface that bridges the gap between the
users and the relevant IoT APIs and devices.

Fig. 2. General structure of IoT remote control apps

For the sake of simplicity, we define the required input to operate a device
to be of the form (device, operation). For example, to increase the television
volume, the device is a specific television, and the operation is volume-up. Both
selections, the device and the operation, can be chosen from menus and forms
in a touch-based user interface or by speaking to a virtual assistant in a voice-
based user interface. A phone-pointing remote app, on the other hand, should
be able to function with the smartphone’s screen and microphone turned off, as
other sensors are used to collect the input that is needed for inferring the user’s
(device, operation) selection.

Recognition of the user selection can be split into two distinct subproblems:
recognition of the selected device and recognition of the selected operation. As-
suming prior knowledge about the location of the IoT devices in a specific en-
vironment, an app may be able to identify which device is selected based on
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the current location of the smartphone (and the user) and its pointing direc-
tion. Therefore, the subproblem of recognizing the selected device can be further
split into two more fundamental problems (recognition of current location and
recognition of pointing direction). The division of our problem into three basic
subproblems is illustrated at the top half of Figure 3 (labeled ‘Required Input’).
The bottom half of Figure 3 (labeled ‘Phone Sensors’) lists standard smartphone
sensors that can be used in solving each one of these three basic subproblems.

Fig. 3. Using sensors to collect input in phone-pointing remote control apps

GNSS sensors provide the main built-in ability to localize the smartphone.
However, to improve accuracy, especially inside buildings, data from other sen-
sors such as the Wi-Fi scanner [10], the Bluetooth receiver [6], and the camera
[13] can be used. Barometer values (if available) can help in establishing the
3D location, as barometric pressure values can indicate height (expected to be
useful in multi-floor buildings).

The two main sensors for evaluating the 3D pointing direction are the magne-
tometer and the g-force meter (or the accelerator). Data from the magnetometer
can be used to determine the horizontal pointing direction, i.e. the azimuth an-
gle. Data from the g-force meter can be used to determine the vertical pointing
direction, i.e. the pitch angle. The g-force (or gravity) meter is often a virtual
software sensor, implemented using data from physical hardware sensors, such
as the accelerometer. By combining the data from these standard smartphone
sensors, the app can establish a 3D pointing direction [7].

After selecting a device by pointing at it with their smartphone, users can
specify an operation using arm movement gestures while still holding the smart-
phone. For example, an upward forearm movement can signal turn-on, whereas
a downward movement can signal turn-off. Similarly, a clockwise rotation can
signal volume-up, whereas a rotation in the opposite direction, anticlockwise, can
signal volume-down. The exact gestures can vary from one implementation to



Phone-Pointing Remote App 5

another, and even in the same application could be customized by the user. Move-
ment gestures can be identified mainly using data from the linear accelerometer
and the gyroscope sensors.

In standard remote apps, the exact physical location of the devices does not
play a role (as long as the connection to the network is stable). A phone-pointing
remote app, on the other hand, has to be aware of the layout of the devices in
a specific environment. We can use Machine Learning (ML) for this purpose, as
illustrated in Figure 4. The arrows in Figure 4 indicate the main direction of
data flow (although data streams in both directions).

Fig. 4. Structure of phone-pointing IoT remote control apps

During the training phase, the app should learn the environment. This can
be achieved by guiding users through on-screen or voice menus and instruc-
tions. Users should demonstrate selections of devices by pointing at them from
different relevant locations and demonstrate selections of operations by move-
ment gestures. The Trainer component (see Figure 4) collects data from the
relevant sensors and relates the data to devices and operations. An ML-model
is built based on this information and when it has trained sufficiently the app is
ready for use. Using the trained ML-model, the Operator component can con-
vert sensor data from users (which do not use the touchscreen or voice) into
(device, operation) values that are then sent to the IoT APIs and processed as
commands to the relevant devices.

As shown in Figure 3, each one of the three basic recognition subproblems
(user location, pointing direction, operation by gestures) relates to a different set
of sensors, and therefore, can be managed as a separate ML task. Using sub-ML-
models for the three subproblems may have some advantages, such as simplicity
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and the ability to choose the most appropriate ML method for each subproblem
separately. On the other hand, one combined ML-model for the complete recogni-
tion problem of (device, operation) may have some other significant advantages,
such as the ability to fill gaps in data for one subproblem by using data available
for the other subproblems. For example, if the location information is uncertain,
a neural network model for the entire problem can identify a (device, operation)
pair using only the pointing direction and the movement gestures if they are
unique in that environment for a particular (device, operation) pair.

3 Discussion

To the best of our knowledge, there are no implementations of phone-pointing re-
mote apps yet, so it is impossible to provide a precise evaluation of the feasibility,
usability, and acceptability of this model in this early work.

Regarding usability and acceptability, it is reasonable to expect that phone-
pointing remote apps, if they work as expected (i.e. provide a proper level of ac-
curacy) could be usable and acceptable in various situations due to their unique
combination of potential advantages as being simple, intuitive, fast, and voice-
less (i.e. fewer concerns regarding privacy and distractions compared to voice
assistants). Adding phone-pointing capabilities to regular remote apps with con-
ventional user interfaces, rather than providing a separate pointing-only user
interface, may improve the overall usability and acceptability, as such hybrid
apps could provide the best of both worlds. Definitive answers regarding the
usability and the acceptability of phone-pointing remote apps would naturally
require implementations of such solutions and field studies.

The key question is whether this model is feasible, i.e. whether a proper level
of accuracy can be achieved. Although we cannot provide a definitive answer to
this question at this point, we can try to evaluate the possibilities and the chal-
lenges of this model in light of relevant results from related studies. It may help,
in the context of this discussion, to evaluate each of the three basic recognition
subproblems (see Figure 3) separately.

Out of the three subproblems, the most challenging one might be finding the
smartphone location. Although localization is one of the most commonly used
capabilities of smartphones nowadays (for navigation and many other uses),
pointing remote apps may need higher levels of accuracy and are expected to be
used mainly inside buildings, where GNSS sensors are less accurate. Nevertheless,
there are several reasons why we can expect this challenge to be manageable.
First, there are some successful implementations of indoor localization (including
using the camera [13], Wi-Fi signals [10], and Bluetooth signals [6]). Second,
remote apps may be used mainly from very specific locations, e.g. while sitting
near a desk or on a sofa, lying in bed, etc. In other words, we do not necessarily
need a continuous recognition of every point in space, but instead, we mainly
want to be able to recognize specific locations, and that may be more tolerant
to errors. Third, many circumstantial data, such as the day and time, the way
and direction that the user puts the smartphone, and residual movements of
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the smartphone until it was put to rest, can all help in inferring the location
(as well as pointing and gesture operations, i.e. using data related to the two
other subproblems as additional hints). Fourth, a pointing remote app with no
localization capabilities at all could still be useful, when used from a single
location, e.g. from a hospital bed by a patient, or when the current location can
be selected by other means.

Regarding the second subproblem (recognizing the pointing direction), recent
studies show that the direction of pointing (or the orientation of the smartphone)
can be measured with high accuracy using the smartphone’s sensors. Although
the accuracy varies across different smartphones, the mean inaccuracy per device
is up to 2.1 degrees for the pitch orientation [5]. Even when adding up inaccu-
racies due to deviation of pointing operations by the user, we can expect the
total error margin of the orientation measurements to be up to approximately 5
degrees, which should usually be sufficient to select different devices located in
a room by pointing at them with the smartphone [7].

The third subproblem, identifying movement gestures based on smartphone
sensors, was investigated in recent studies with overall promising results [12, 14].

The complete problem of recognizing the (device, operation) input cannot
be more difficult than the combination of the three underlying subproblems.
As discussed above, it might be even easier, because each of the subproblems
contributes data that may assist in solving the other subproblems, by using
elimination techniques. For example, a certain pointing direction or a certain
gesture could be unique in a particular installation, and therefore sufficient to
recognize the (device, operation) selection despite missing data.

4 Conclusions and Further Work

This paper presents a new approach to IoT remote control apps. Using phone-
pointing remote apps, users would be able to select devices by pointing at them
with the smartphone and operate the devices by movement gestures, detected by
the smartphone’s built-in sensors. Instead of the usual input sources, such as the
touch screen in regular remote apps and the microphone in voice assistants, in the
proposed phone-pointing remote apps input is collected from a combination of
standard smartphone sensors, including the GNSS sensor, the Wi-Fi scanner, the
magnetometer, the g-force (gravity) meter, the accelerometer, and the gyroscope.

The main challenge in implementing phone-pointing remote apps is recog-
nizing (device, operation) inputs that users generate by pointing and gesture
operations. Our analysis, based on results from related recent studies, provides
preliminary positive indications regarding the feasibility of this novel approach.

Further work should involve the development of phone-pointing remote apps,
based on this proposed model, and the evaluation of the feasibility, usability, and
acceptability of this approach in field studies.
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